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Hewlett Packard Labs drives breakthrough
innovations to help customers solve their
most complex challenges today and
reimagine a better future to advance
the way we live and work.
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with Hewlett Packard Enterprise
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AN EXAMPLE ROADMAP - ROSE # MOORE YET

Qubits

2021 2022 2023 2024 20251 20261 20272

1: Breakthrough inerror correction

2: Breakthrough inintegration
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AREN’T WE RIGHT ON THE CUSP?

planar quantum ISA
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https://youtu.be/erAq1VsWWaw

TAMO ISN'T ANOPTION

? MIRACLE ‘1 Qesi 3t
o OCCURS K, #0287 .

m —
" - A S T
L1548

“1 THINK You SHouLD BE MORE. EXPLICIT RERE. IN STEP Two)




SOME LESSONS FROM HISTORY

The power of SWaP advantage in an established design

| 3308y

First Transistor First 9V Transistor First Commercial Transistor
Bell Labs Consumer Radio Computer
1947 Sony TR-63 IBM 7070
1957 1958



E’RE CLOSER TO RAMAC THAN EDVAC




LEARN FROM HISTORY

RDS.IEEEEORC

The Different Ages of Scaling

(Different methods for different times)

1 Geometrical Scaling (1975-2002)

€ Reduction of horizontal and vertical physical dimensions in conjunction
with improved performance of planar transistors

Reduction of only horizontal dimensions in conjunction with introduction
of new materials and new physical effects. New vertical structures replace
the planar transistor

3 3D Power Scaling (2025~2040)

€ Transition to complete vertical device structures. Heterogeneous
integration in conjunction with reduced power consumption become the
technology drivers



https://irds.ieee.org/

FROM BOTTOM UP TO TOP DOWN: A CO-DESIGN ALTERNATIVE FOR QC

Build Qubits addressed by Controllers
Build Controllers to make Gates

Build Gates to run Algorithms

Build Compilers for Algorithms

Add QEC to increase fidelity

Run Fault-tolerant Algorithms

Build Architectures for Algorithms
Determine target fidelities with Compilers
Design QEC codes to achieve fidelities
Design Gates to perform QEC

Simulate Qubits to design Controllers
Build Controllers o realize Gates



CO-DESIGN AND ENGINEERING AT EACH LEVEL

1. Physical
2. Cyber-physical
3. Productivity



8 SIGNINUP

HPE, Cerebras build Al supercomputer for
scientific research

Wafer madness hits the LRZ in HPE Superdome supercomputer wrapper

DEMOCRA I Iz' NG AI A Dan Robinson Wed 25 May 2022 1245 UTC
? _ A . _
HPE and Cerebras Systems have built a new Al supercomputer in Munich, Germany, pairing a HPE Superdome Flex with the Al accelerator technology from

Cerebras for use by the scientific and engineering community.

BIGGES I PROBLEMS The new system, created for the Leibniz Supercomputing Center (LRZ) in Munich, is being deployed to meet the current and expected future compute needs of

researchers, including larger deep learning neural network models and the emergence of multi-modal problems that involve multiple data types such as images
and speech, according to Laura Schulz, LRZ's head of Strategic Developments and Partnerships.

N e0Cco rTeX h | g h - pe rfo rmance "We're seeing an increase in large data volumes coming at us that need more and more processing, and models that are taking months to train, we want to be

able to speed that up,” Schulz said.

Al system under development . - | o |
"And then we're also seeing multi-modal problems, such as integration of natural language processing (NLP) and medical imaging or documents, so we have this

complexity, we have this the need for faster, we have this need for bigger that's coming from our user side, from our facility side, and we need to make sure that
we're constantly evaluating to have these different novel architectures, to have different usage models to be able to understand all that."

to democratize access for researchers fo game-
changing compute power for fraining

HPE Superdome Flex server

HPE Superdome Flex server delivers:
+ Scale-up large shared memory compute

< T + Mission-critical functionality
a T I n I n g * Faster network performance through flexible 10

configurations

a new approach to building an unconventional * Simplfied management
architecture consisting of a large system Configuration

1 HPE Superdome Flex server
powered by extreme accelerators - 16X ntel Xeon Processors

- 12 TB system memory

- 8 X HDR100 InfiniBand PCle gen3 Host Card
Adapters

- 100 TB raw NVMe local storage using (8) 3.2 TB
mixed use NVMe PCLe Gen3 x8 cards per
enclosure (total 32)




LESSONS FROM CRAY: PROVIDING THE USER WITH COMPILER CHOICE

* Compiler and library
choice, performance and
programmability

HPE Cray
Programming
Environment

Compiling
Environment
(CCBE)

AMD
Programming
Environment

AMD AOCC
and ROCm
compilers

Intel
Programming
Environment

Intel®C, C++,
and Fortran
compilers

Appropriate math,
scientific, and
communication libraries
with chosen compiler

Scientific libraries for
accelerators

Tools to work with
selected compiler or
framework

E—

Cray MIPI and SHMEM

Performance Analysis Tools |

I
Het Comp Ex'rendedIScien'rific and ri‘lath Libraries :

Debuggfr Support Too}s

Environment Setup and Compiling Support

Third Party Products and APUs, QPUs, QuiCC

NVIDIA
Programming
Environment

NVIDIA
compilers

GNU
Programming
Environment

GNU
Compiler
Collection




QUANTUM COMPUTING INTEGRATION AT HEWLETT PACKARD ENTERPRISE

Innovating for the future

Integrating classical and quantum systems

to harness diverse accelerafors that maximize run-time, efficiency, sustainability and security

Unified workflow
environment
Simplify the end user experience

Software framework to harness accelerators
most suitable for each segment of a
workflow

Large-scale quantum
simulation
Toward industrial scale

HPC systems used to simulate and test
guantum advancements

Quantum-inspired
accelerators

Solve intractable problems

Non-conventional acceleration of algorithms
explored by the quanfum computing
community

Hewlett Packard ==
Labs

HPE HPC & Al
Business Group

Innovation Partners
(academic, industrial, government)

Integration of
guantum accelerators

Accelerators
FPGAS

GPUs
CPUs

Heterogenous computing development

Quantum computing development




FUTURE ACCELERATORS R&D

Developing the next generation of non-Von Neumann accelerators

|
Applicati i lerat Heterogeneous
PpPlication-specitic accelerators inTegraTion
Resistive-RAM or Photonics accelerators for heterogenous computing
Optimize performance, sustainability, explainability, and time-to-answer
Algorithms and applications Integration
SW/HW co-design to leverage emerging physics- Develop device-to-API strategy across multiple programs and
based approaches for different problem classes use cases
Automata Quantum-
Processing Deep NN inspired Packaging New architectures SW stack
Partern maTching magi;ilelgrriing Cohsfraiqed 3D chip infegration PUMA, TONN op’/r?nilizf;)’rrion
engine optimization
US Government partners Innovation Partners
FPGA
Hewlett Packard ¥ (DARPA, ARO, efc.) + (UCSB, FZJ,etc.) ’
Labs GPUs
CPUs

Accelerators development

Quantum

: HPE PROPRIETARY I 15
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