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Applications Power the Digital Economy

$430 billion
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Business Problem: Most Enterprise Apps Fail

Why: Kubernetes is Hard!

Inadequate Skills
Global lack of <Cloud, Containers, Kubernetes, DevOps>...
Competing with tech giants for expertise
Workforce turnover

Lack of Intelligent Tools
Lots of open source, but no support

of Application Modernization : No integrated platform

ff t fl Missing Auditability
elrorts 1al
Underestimated Effort

Complexity, Timeline, Budget
“Lift and shift” is easy, but true “cloud native” is difficult
K8s is just infrastructure; Apps don’t deploy themselves.

Source: Common Pitfalls of App Modernization Projects (Nov 2022)

NETHOPPER BUSINESS CONFIDENTIAL



https://vfunction.com/blog/common-pitfalls-of-app-modernization-projects/

Technology Problem: Kubernetes “tools not included”

3. Required Tools

2. Kubernetes

1. Infrastructure
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Dev-Ops Chaos

Devs r\

Ops
They know the software They know Kubernetes
They DO NOT know Kubernetes BUT MUST ADD a suite of 15+ Ops tools
Results: Results:
= Devs spend all their time learning » Ops spends all their time trying to
Kubernetes and operating it. develop a tools platform.
= App development suffers = Apps fail and disrupt your business

Solution: Get a Kubernetes Operations Platform...

Let Ops operate, so that Devs can develop

. “nethopper.io Business Sensitive — Do Not Distribute



Poll Question #1:

Is your DevOps team developing a tools platform
(ie. platform engineering)?

 Yes
d No




Anti-Demo: K8s DevOps Tool Sprawl
DevOps

3 x cluster builds
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3 x ArgoCD servers

3 X Prometheus servers

919-89—08 16:39-18. CIEIII+RE0 9532397 1] (Mesiao=: 16 18. &3 Madia0b3 [G65Ls i (esison: R19-G9—06 16:39-18. CIRVIS+AEI0 Madia0bi[S6ILE
19— 39:18. £31315+2696 CHediaon] 3918, 611152606 Media0bI[G6ICE T Cmesiaong RIG-AT—Bs 16339718, EI1F1G+2626 Madi a0 [ HHALE 195
X ra a n a aS Oa r S 39118, Crediaon] 3 - 18, Madla0bILBEICS T Erediaon] 919G 16739 Medi a3 E6ICs Crediaon]
TPILE, FLISTL 0808 W CTwediatng 118, F1VSI1ea6he ‘Wd‘ﬂ)bj(’wq [rediatng] » a5 1 MediaObSSescs Cwediatn ]

ITPILE. SLESEI10E08 MedieobiSees Cwediate] 1 s s iate Medieobilsencs
Mediecb5(senes ot i et > i 2 Medieobilsencs

Medisobi(sencs

Mediaobi[sescs

3
(Media0=3
(Medisoe: 1 9.3
CMesiaoss 19. 247273426960
CHediateg ] wT ” 1 219,

Crediatn] 19, 6557244606 Crediatng ] mTansi 139 Crediatn]

9 5
.
19 Cwediatn] 119, 6ALAVIaERE [-01100:] 1w Cwediatn]
1 £ a0 enes: Cwediate] 19,7 5 3 1 Cwediate]
©6:39:19. 53 5 19. 53215840800 N . 5 Cwediats]
(»«s N i i 13921 5 Mo ians3
2

19.92523040500

MactiaOb3[Seseazt
Madiia0b3 (5656811053397 )
T < Madii 203 [G63Ls

i Cmeaiaosi] wT Madla0bILE6ICE TS
Medla0b3 (5696811953397 I Cmediaon] - 24 Medl a0 LE69Ls 1 195FIVY
Magieoui[scacs sessivn P Cmediatn] a2 QisObilseacs iessaen P Cmeaiatn] ] mYawdil ry MagieoUi[Seacs 2gssivn P Cmediatn]

Dev

Business Sensitive — Do Not Distribute



https://kubernetes.io/docs/tasks/tools/
https://aws.amazon.com/cli/
https://argo-cd.readthedocs.io/en/stable/getting_started/
https://docs.nginx.com/nginx-ingress-controller/installation/
https://phoenixnap.com/kb/prometheus-kubernetes
https://grafana.com/docs/grafana/latest/setup-grafana/installation/kubernetes/

Poll Question #2:

How many tools does your DevOps team install,
before deploying apps?

40

d 1-5
4 5-10
d>10




K8s lessons learned #1 — Use GitOps pattern

“Pull, don’t Push”

Don’t;

Push your configuration to K8s (ie kubectl, or Github actions)

@ Developer

Kubernetes

Every Dev needs to be a K8s expert
Every Dev becomes Ops/Support
Who did what? when?

Business Sensitive — Do Not Distribute

Do:

Pull your K8s configuration from Git source

@ Developer

|

Commit

l

Pull f
Changes '

40

A Sync
I Cluster Status .E
O

Git ArgoCD Kubernetes

Devs develop and Ops operate K8s
Repeatable

Auditable

Scalable




Poll Question #3:

Does your K8s team currently use a GitOps pattern
for application deployments?

1 Yes
L No




Solution: Platform Engineering

DevOps
A

« All your Tools

 Installed Automatically
+ Single Pane of Glass
+ Single Sign On

« 24 x 7 Support

Custom Workflows || Continuous Delivery

Infrastructure as Code
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Introducing: KAOPS

Kubernetes Operations Platform as a Service

Also offered as
HPE Managed Service

=
Hewlett Packard -
Enterprise i o
Managed gf: KAOPS (=30
SAMIES nethopper - Kubernetes Application Operations Platform as a Service

FOR
Customer
DevOps-IT Teams

A
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servicenow

\001

Multi-Cluster Network

o
Let’s-ﬂ
Encrypt

TO CONTROL
Customer Clouds
and Clusters




KAOPS Key Differentiators

Other platforms

Works with only one Cloud or K8s

(Public and Private, Hybrid/Multi-cloud) (e.g., AWS, RedHat)
Made for IT
(DevOps, Platform Engineering, SRE) (e.g., ServiceNow )

No Auditability
(Git Tracks Who Did What, and When) (e.g., Terraform, Kubernetes itself)

Business Sensitive — Do Not Distribute



KAOPS Demo Architecture

O 2) ®

Git Source Container

Services [NEES
Nethopper PaaS (e.g. Github, GitLab, :
(www.nethopper.io) Bitbucket) (e.g. DockerHub,quay)
@ Network (Group) of Clusters
“MyClusters”
5 pa i @ ~

K:Jb?rnetes Hub Cluster Cluster 1 Cluster 2
Clusters “HUB” “DEV” “PROD”

B

@ Nethopper PaaS
Access with Browser or API

(2) Git
A place to store and access your
code and Kubernetes

configuration (yaml, helm, Kustomize)

@ Container Registry

A place to store and access your
images

@ Network of Clusters
A group of clusters that are
managed as one

@ Hub Cluster

The main cluster where tools will

be installed. Must be routable to
other clusters

@ Attached Clusters
Part of the group of clusters.

@ Nethopper Agent

Copy/Paste Deployment for a
cluster to join KAOPS


https://github.com/nethopper2/argocd-example-apps/tree/master/guestbook
https://www.nethopper.io/

Demo Steps

@
2)

(4) Check HUB Status -> “UP”

® @

Nethopper KAOPS ) Cluster K8 CLI (kubectl)

Login

Create a Network (“MyClusters”)

» Select your tools
+  Get “‘HUB” KAOPS Agent Install instructions

@ Copy/Paste install KAOPS Agent in
HUB Cluster

« All Tools installed (try them)

Attached DEV and PROD clusters to the Network
« Get KAOPS Agent install instructions

@ Install KAOPS Agent in
DEV and PROD Clusters

ARV

Deploy Applications ( )

Use tools to access, upgrade, secure and monitor apps


https://mynethopper.com/dashboard
https://github.com/nethopper2/argocd-example-apps/tree/master/guestbook
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@& https://mynethopper.com/networks
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|aks3-admin

HPE-GMS Dan

A
Organization : 0 LE
= Switch
P Donahue

Y= Network Features L3

Choose the Network features Y UNSELECTALL

‘ Argo Events 3

% f An event-driven workflow automation
framework for Kubernetes

Argo Workflows 3
M= Kubernetes-native workflow engine

Crossplane &
. The cloud native control plane

framework

‘ Grafana @
Operational dashboards for your data

K8sGPT 3

k8sgpt identifies problems within your
Kubernetes cluster

API Provider (O O LocalAl OpenAl

Sealed Secrets &

Declarative Kubernetes Secret
Management in a secure way installed
into all Clusters in a Network

ArgoCD &
Declarative continuous delivery

ArgoCD — The most popular Kubernetes GitOps tool,
globally. Used by many enterprises, including Intuit,
BlackRock, Adobe, Nethopper. ArgoCD is tested to
scale to 10,000 applications, achieving a 35-minute
sync time for all apps.

Grafana/Prometheus — The most popular Kubernetes
Observability tool, globally. Used by many enterprises,
including Fidelity, WellsFargo, Citigroup, etc. The
Grafana project is tested to 23,000 timeseries (aka.
monitored applications or objects) containing over 1.3M
Raw records

Crossplane - The most popular CNCF laC tools (ie
Kubernetes compatible). With good support for popular
private and public cloud providers, Crossplane also
supports all existing Terraform code and TF Providers.
Crossplane is tested to over 1000 CRDs (instances of
infrastructure).



Poll Question #4:

Would you like a personalized demo or PoC of the
KAOPS Platform?

1 Yes
L No




nethopper

The leader in KAOPS
Cloud Native Platforms

Simplifying Application Modernization
across private, hybrid, edge, and multi-cloud

PoV Program
Spots Available

Contact:
russell@nethopper.io

v/ Based on mature open source
v" Nethopper SaaS launched in May 2021
v' 1000+ registered customer

:'onethopper,io
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