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SECURE GENAI ADOPTION FOR ALL!



The world before November 2022
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And then this happened … 
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OpenAI’s chatGPT

OpenAI’s GPT-4

Google’s Bard 

Anthropic’s Claude 2  

…many more 



And things changed …



• GenAI adoption is being 
driven by democratization

• Public are getting exposure 
and awareness to GenAI
faster than enterprises can 
keep up

• Need to move fast is driven 
by a real sense of market 
urgency. Don’t get left 
behind!

SPEED OF ADOPTION
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• GenAI famous for leaks and 
misuse

• Internal security and data 
governance not keeping pace 
with demand

• Confusion around IT 
requirements to create or use 
GenAI

MEETS REALITY OF 
ENTERPRISE
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• Velocity

• Security

• Privacy

• Ethics 

• Hallucination

WHAT COULD GO WRONG?
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AI WORKLOAD TYPES

NN 
Design

Retraining

Fine-tuning

Orchestration

Consumption

Smaller

Audience

Broader

Tighter

Processes
& controls

Adoption oriented

Train Fine tune PEFT Prompt engineering Inference 

AI Producers
AI Consumers



WHAT IS REQUIRED? | DEPENDS WHERE YOU WANT TO PLAY 

Few

Cloud instances
Tools 

Additional data

Resources
Funding and skills

$$$$$

$$$$

$$$

$$

$

Large GPU systems
LLM/AI skills

AI pipeline understanding

GPU clusters (Compute, Storage)
 Some data science skills

Tools 

Cloud Instances, potential GPU nodes 
Data pipelines 

Tools 

⚡⚡⚡⚡⚡

⚡⚡⚡⚡

⚡⚡⚡

⚡⚡

⚡
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GENAI FOR CREATIVE OUTCOMES

NN 
Design

Retraining
Tools and infra to 

refresh foundational 
models.

Fine-tuning
Tools and infra to focus a 

foundational model on a specific 
task or domain.

Orchestration
Tools and infra to allow programmatic access 

to GenAI models.

Consumption
Consumer/employee facing applications (eg. Chatbots)

Internal IT and LOB application 
development teams

Application development and data 
science teams

Specialist data science teams with 
access to significant GPU resources

Consumer / employee

Core functionality

• Access management and metering to a model 
catalog

• Inference pipeline management and 
deployment, agents, chain-of-thought 

reasoning

• Retrieval augmented generation

• Content firewalls, AI guardrails

• Programmatic access 

H
PE

 O
pp

or
tu

ni
ty

Audience

Cu
st

om
er

 
fo

cu
s
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ec

ia
lis

t t
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m
 fo

cu
s

Example Outcomes

Customer Experience Enhancement, Code 
generation, Employee productivity
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GENAI FOR MORE CONTEXT SPECIFIC OUTCOMES

NN 
Design

Retraining
Tools and infra to 

refresh foundational 
models.

Fine-tuning
Tools and infra to focus a 

foundational model on a specific 
task or domain.

Orchestration
Tools and infra to allow programmatic access 

to GenAI models.

Consumption
Consumer/employee facing applications (eg. Chatbots)

Internal IT and LOB application 
development teams

Application development and data 
science teams

Specialist data science teams with 
access to significant GPU resources

Consumer / employee

Core functionality

• Tooling for fine tuning

• Experiment management tooling (eg. MLDE)

• Packaging and access control to retrained 
models

• Cost controls and auditing

H
PE

 O
pp

or
tu

ni
ty

Audience

Cu
st

om
er

 
fo

cu
s

Sp
ec
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lis
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m
 fo
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s

Example Outcomes

AIOps, Knowledge Systems, Product Design, 
Asset Management / Tagging



WHAT ARE SOME OF THE QUESTIONS BEFORE ADOPTING?

1. Which One (company, model, open source)?

3. What about governance?  

5. What do I need to get started? 

2. Is it production ready? 

4. Which usecases are ready? 
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RISKS/VULNERABILITIES FOR LLMS: OWASP

15Reference: https://owasp.org/www-project-top-10-for-large-language-model-applications/

https://owasp.org/www-project-top-10-for-large-language-model-applications/


Attack on Edge/ClientInference Time AttackTraining Time Attack

AI ATTACK SCENARIOS

A model exists on a client (e.g., 
phone) or on the edge (e.g., IoT) . An 
attacker might have access to model 
code through reversing the service 
on the client.

Consider the most common 
deployment scenario where a model 
is deployed as an API endpoint. In 
this blackbox setting an attacker can 
only query the model and observe 
the response. The attacker controls 
the input to the model, but the 
attacker does not know how it is 
processed.

An attacker can compromise the 
training data via the feedback 
mechanism (e.g. Microsoft Tay 
chatbot).

Reference: https://atlas.mitre.org/resources/adversarial-ml-101/ 16

https://atlas.mitre.org/resources/adversarial-ml-101/


Business & 
Data 

Understanding

Data 
Preparation

Model 
Development

Model 
Evaluation

Model 
Deployment

Monitoring & 
Maintenance

SECURITY MITIGATIONS OVER AI LIFECYCLE

• Control access to 
internal models (esp 
those in production)

• Passive AI output 
obfuscation

• Input Restoration

• Use ensemble 
methods

• Restrict library 
loading

• Encrypt sensitive 
info

• Code signing
• Secure model 

distribution 
methods

• Verify ML artifacts

• Limit release of 
information about 
AI SW stack, 
organization info

• Educate AI 
developers on 
secure coding 
practices and AI 
vulnerabilities.

• Limit model artifact 
release

• Sanitize training 
data (including 
recurrently for an 
active model)

• Access controls for 
internal data used in 
AI.

• Vulnerability 
scanning

• Model Hardening to 
adversarial inputs

• Adversarial Input 
Monitoring

• Restrict total 
number and rate of 
queries a user can 
perform.

• Use multi-modal 
sensors

• Validate model

Adapted from: https://atlas.mitre.org/mitigations/ 

AI-specific mitigations
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PUBLIC CLOUD

PRIVATE INFRASTRUCTURE

USER UI LLM SERVICE LLM GATEWAY

DATA REPO PRIVATE DATA

MODEL

MODEL

INFERENCE

INFERENCE

BAD ACTOR

BAD ACTOR

Filter prompt input 

(Governance model)

Validate prompt and 

contextual data

Apply model 

permission schema

Filter response 

(Governance model)

Validate accuracy 

and apply 

contextual warning

Validate response 

source

Prompt Injection
Prompt Capture / 

Leaking

Prompt 

Jailbreaking / 

Manipulation

Data Injection

Response Pollution

H
a

ll
u

c
in

a
t
io

n

Exchange Capture / 

Leak

Request 

misdirection

Threats

Request 
Attacks

Response 
Attacks

KE
Y

SECURITY THREAT LANDSCAPE FOR GENAI



ENTER “GUARDRAILS”



• Open Source ++
• Startups ++++
• Funding ++++
• Success ?

• API’s changing
• Models needed (who checks 

these?)
• Traditional “Heuristics” 

approach?

VERY DYNAMIC SPACE
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NEMO GUARDRAILS

• Open-source toolkit for easily adding programmable guardrails to LLM-based conversational 
applications. 

• Guardrails (or "rails" for short) are specific ways of controlling the output of a large language model, such 
as ruling out topics like politics. 

• Responding in a particular way to specific user requests
• Following a predefined dialog path
• Using a particular language style, extracting structured data, and more.



USE CASES
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RAG or Retrieval Chains

QnA over a set of 
documents, enforcing fact 

checking and output 
moderation

Chatbots

Ensures the assistant stays 
on topic and follows the 
designed conversational 

flows

Custom LLMs

Add guardrails to custom 
LLMs for safer customer 

interactions

Chains, Agents …

Add guardrails layer around 
your chains and LLM-based 

agents.

Question Answering Domain Specific Assistants LLM Endpoints Langchain



GUARDRAILS TYPES
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Input Rails

applied to user input.
can reject or stop additional 
processing steps, or alter the 

input (mask sensitive data, …etc.)

Dialog Rails

operate on canonical forms and 
determine the next steps; 

execute an action, generate LLM 
response, return predefine 

response, …etc.) Retrieval Rails

Applied to retrieved chunks in 
RAG use-case, it can reject a 

chunk, preventing it from being 
used to prompt the LLM, or alter 

relevant chunks to mask 
sensitive data.Execution Rails

applied to input/output of the 
custom actions (a.k.a. tools), that 

need to be called by the LLM.

Input Dialog

Retrieval

Execution

Output Rails

applied to the LLM generated 
output; it can reject the output, 
not returning it to the user, or 

alter it (e.g., removing sensitive 
data).

Output

0.6.x or higher



ARCHITECTURE (OLD)



ARCHITECTURE (NEW!)

Application Code

Programmable Guardrails

Input Rails

Dialog Rails

Output Rails

LL
M

 (s
)

Execution Rails

Retrieval RailsKnowledge Base

Actions/Tools

0.6.x or higher
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PROJECT ”ETHAN” – DISCOVER BARCELONA 2023

UI Service

Chat Service

Token Broker
(Orchestration)

Skill A Skill n

Model Service Model Zoo

Governance
PolicyGovernance Function

MODELS

Sk
ills

 in
ve

nt
or

y

Co
nv

er
sa

tio
n

M
od

el
 In

ve
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or
y

Conversation

Co
nv

er
sa
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n

Co
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er
sa
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n

GreenLake 
IAM

LL
M

 T
ok

en

LLM Token

G
L 

ID
 +

 S
co

pe

Skills 
List Chat Interface Model 

Cards

O
AU

TH
2 

/ S
C

O
PE

Vector DBChat 
History

Leveraging existing 
GreenLake Entitlement 

and Quota 
functionality for 

granular, localized 
token management

GreenLake IAM Roles 
drive policies and audit 

occurs alongside 
platform usage for 
consolidated views

GreenLake Private 
Cloud Enterprise used 

to host consuming 
apps in tenanted 

environment for ease 
of deployment and 

management



Enabling Artificial Intelligence 

Infrastructure  
From bare metal to containers

 
From training to inference 

From the supercomputing to edge  

+ +AI Platform 
Data Management

 
Model training

 
Model inference 

Models and 
Services 

Open-source models

Commercial partnerships
 

Experts that can get you started 

One platform | Vendor neutral | Cloud Neutral | AI accessible for all 



tom.phelan@hpe.com
glyn.bowden@hpe.com
saad.zaher@hpe.com

THANK YOU
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